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Figure 1: We present a VR tool that enables general users to interactively model man-made shapes for personalized fabrication. Our tool
models each shape part (i.e., body, handle, and spout of the teapot) as a generalized cylinder and iteratively assembles them to form the
target shape. The 3D printed teapot is usable since each part is modeled with a correct shape type, e.g., shell-like shape for the spout.

Abstract
Virtual Reality (VR) offers a promising platform for modeling man-made shapes by enabling immersive, hands-on interaction
with these 3D shapes. Existing VR tools require either a complex user interface or a post-processing to model fabricable
man-made shapes. In this paper, we present a VR tool that enables general users to interactively model man-made shapes for
personalized fabrication, simply by using four common hand gestures as the interaction input. This is achieved by proposing an
approach that models complex man-made shapes using a small set of geometric operations, and then designing a user interface
that intuitively maps four common hand gestures to these operations. In our shape modeling approach, each shape part is
modeled as a generalized cylinder with a specific shape type and iteratively assembled in a structure-aware manner to form a
fabricable and usable man-made shape. In our user interface, each hand gesture is associated with a specific kind of interaction
tasks and is intelligently utilized for performing the small set of operations to create, edit, and assemble generalized cylinders.
A user study was conducted to demonstrate that our VR tool allows general users to effectively and creatively model a variety
of man-made shapes, some of which have been 3D printed to validate their fabricability and usability.

CCS Concepts
• Computing methodologies → Modeling and simulation; • Human-centered computing → Interaction design;

1. Introduction

3D modeling of man-made shapes remains a core task in computer
graphics, personalized design, and digital fabrication. Virtual Re-
ality (VR) offers a promising platform for general users to inter-
actively model man-made shapes due to two advantages. First, VR
allows users to view and interact with man-made shapes at actual
scale in a fully 3D environment, improving depth perception and
spatial awareness. Second, VR enables direct 3D interaction with
man-made shapes using hand gestures or controllers, mimicking
real-world actions like grabbing, bending, and twisting.

Many existing VR tools [Til21,LLB24] focus on modeling man-
made shapes for conceptualization, and thus require extensive post-
processing on the geometry [RRS19] before they can be fabri-

cated (e.g., by 3D printing) and used in the real world. Other VR
tools [Gra25, Goo24] allow users to model fabricable man-made
shapes by interactively modeling and combining different kinds of
shape primitives. However, they require users to perform a variety
of modeling operations via a complex user interface (usually with
3D menus), including selecting shape primitives to create, specify-
ing shape parameters, applying geometric constraints such as sym-
metry, and transforming the created primitives etc. The tremendous
modeling operations together with the complex user interface make
these VR tools hard to learn and use for general users.

In this paper, our goal is to develop an easy-to-use VR tool that
enables general users to interactively model man-made shapes for
personalized fabrication, simply by using a few common hand ges-
tures as the interaction input. In particular, we focus on modeling
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Figure 2: A variety of 3D shapes that can be modeled by using a
single generalized cylinder.

daily man-made shapes that can be used for holding, pouring, stor-
ing, supporting, transferring, and entertaining etc. To ensure fabri-
cability of the man-made shape, each shape part should be modeled
as a closed manifold surface and all the shape parts should be con-
nected without gaps. To ensure usability of the man-made shape,
each shape part should have a correct shape type; e.g., a teapot
consists of three shape parts, a body with a container-like shape,
a spout with a shell-like shape, and a handle with a solid shape;
see Figure 1. In addition, some geometric constraints have to be
satisfied among the shape parts for usability; e.g., coplanarity of a
teapot’s handle and spout for pouring.

To achieve the goal, our idea is to first devise an approach that
allows modeling complex man-made shapes using a small set of ge-
ometric operations, and then design a user interface that intuitively
maps a few common hand gestures to the modeling operations. In
the shape modeling, we propose to model each shape part as a gen-
eralized cylinder and assemble multiple generalized cylinders in
a structure-aware manner [MWZ∗13] to form a fabricable and us-
able man-made object. We choose generalized cylinder as the shape
primitive since it has a compact geometric representation, is able to
model a wide variety of shapes (see Figure 2), and can be easily
processed to model different shape types (see Figure 1). In the user
interface, our interaction design allows general users to use only
four common hand gestures for performing the small set of oper-
ations for creating, editing, and assembling generalized cylinders.
This is achieved by associating each hand gesture with a specific
kind of interaction tasks and intelligently performing the geometric
operations based on the interaction context.

Overall, this paper makes the following contributions:

• We propose an approach suitable for modeling man-made shapes
in VR by modeling each shape part as a generalized cylinder and
assembling them in a structure-aware manner; see Section 3.

• We design an easy-to-use user interface that enables general
users to model fabricate and usable man-made shapes in VR by
simply using four common hand gestures; see Section 4.

We show that our VR tool allows modeling man-made shapes
with a variety of functionalities and forms, some of which have
been 3D printed to validate their fabricability and usability. We
conducted a user study to compare our VR tool with an existing
one [Gra25], demonstrating that our VR tool enables general users
to effectively and creatively model man-made shapes.

2. Related Work

Interactive 3D shape modeling in VR. Interactive 3D shape
modeling in VR can be broadly classified into three approaches:
sketch-based, volume-based, and surface-based approaches. In
the sketch-based approach, one creates freeform 3D shapes in

VR by drawing 3D sketches [SPS01, DGK∗20, JZF∗21, Til21] or
curves [YAS∗21] with a moving hand/controller and then com-
puting a manifold surface that fits the sketches/curves [RRS19].
In the volume-based approach, a virtual object is modeled as a
solid and sculpting operations are applied on the solid to deform
it until reaching a desired shape. A number of existing VR ap-
plications use this approach for 3D shape modeling, including
SculptrVR [Scu25], Adobe Medium [Ado25], Shapelab [Sha25],
and Kodon [Kod25]. Besides sculpting, this approach also creates
3D objects with complex shapes via interactively combining sim-
ple primitive shapes, e.g., by using Constructive Solid Geometry
(CSG) boolean operations [CXX∗24, ZTZ∗22] or surface blend-
ing [NUK98, ZSY∗17]. In the surface-based approach, a 3D shape
is typically represented as a parametric surface and one creates a 3D
shape in VR by interactively transforming and/or deforming control
curves of the parametric surface, including NURBS surface [LM04,
CRV20, Gra25], swept surface [ACJ12, VMLR13, MGS17], and
surface represented by a curve network [LLB24]. Besides that, a
3D shape also can be represented as a low-resolution polygon mesh
and one interactively creates a 3D shape via moving vertices of the
mesh [KAHF05,Goo24]. Please refer to [Cha24] for a comprehen-
sive survey on interactive 3D shape modeling in VR.

The above existing VR tools enable easy modeling of 3D shapes
for virtual environments, which however are usually not fabricable
due to disconnected shape features and/or non-manifold geome-
try. To model fabricable man-made shapes, they typically rely on
a complex user interface [Gra25, Goo24] and/or post-processing
of the modeled shapes [RRS19]. In contrast, our VR tool aims to
model daily man-made shapes for personalized fabrication and its
geometric modeling approach and easy-to-use user interface enable
general users to effectively create these shapes.

Shape modeling with generalized cylinders. A generalized
cylinder is a geometric shape formed by sweeping a 2D curve
(called the cross section) along a 3D space curve (called the spine).
In some definitions, the cross-section can also scale, rotate, or de-
form as it moves along the spine. Due to the ubiquity of general-
ized cylinders in man-made objects (e.g., potteries, toys, and fur-
niture), they have been widely used in a variety of shape mod-
eling tasks, including surface reconstruction [LLZM10, CZS∗13,
YHZ∗14], shape deformation [YK06,HYC∗05], shape decomposi-
tion [MPS∗04, GMP∗12, ZYH∗15], and shape editing [ZFCO∗11,
FCSF16, ZCHH24]. In particular, generalized cylinders have been
used for modeling different kinds of man-made objects such as
paper-craft models [MGE08], personalized positive airway pres-
sure (PAP) masks [LWS∗24], and pottery-like objects [VMLR13].

Among the above works, our work is closely related
to [VMLR13] that interactively models pottery-like objects using
freehand gestures tracked by a depth camera. In [VMLR13], each
object is modeled as a single generalized cylinder, which greatly
limits the complexity of shapes that can be modeled. Moreover,
their modeled shapes are used for conceptualization, many of which
are not fabricable or usable in the real world. In contrast, our tool
allows users to interactively model each shape part as a generalized
cylinder, specify its shape type (i.e., solid, shell-like, or container-
like shapes), and iteratively assemble them in a structure-aware
manner to form a fabricable and usable man-made shape.
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3. Modeling Man-Made Shapes

To model a man-made shape, we first model each shape part as
a generalized cylinder (Section 3.1). Next, we allow a family of
editing operations on a generalized cylinder in order to achieve a
desired shape (Section 3.2). Lastly, we assemble multiple general-
ized cylinders iteratively to model a complex man-made shape and
allow editing the shape in a structure-aware manner (Section 3.3).

3.1. Modeling a Generalized Cylinder

A generalized cylinder can be modeled by sweeping a cross-
sectional curve with varying shape along a spine curve [VMLR13].
However, a surface modeled in this way may not be easy to edit.
Instead, we let the user input as a set of key cross-sectional curves
specified in the global coordinate frame, and model a generalized
cylinder as a parametric surface that smoothly interpolates these
key cross-sectional curves.

Key cross-sectional curves. We represent the input key cross-
sectional curves as planar closed NURBS curves in the global co-
ordinate frame using:

Ck(u) =
n

∑
i=0

Ni,p(u)Pi,k, k = 1,2, . . . ,K (1)

where k denotes the index of the key cross-sectional curve, K is
the total number of key cross-sections, Ni,p is the basis functions of
degree p, Pi,k is a control point of curve Ck(u), and n is the num-
ber of control points of curve Ck(u). Note that the control points
{Pi,k} are expressed using homogeneous coordinates, where the
fourth component is the weight wi,k. To simplify computation, we
assume that the key cross-sectional curves in Equation 1 are with
the same degree and knot vector.

Lofting. We model a generalized cylinder by applying a lofting
algorithm [PT97] to smoothly interpolate the key cross-sectional
curves; see Figure 3(a) for an example. The resulting generalized
cylinder is a NURBS surface represented using:

S(u,v) =
n

∑
i=0

m

∑
j=0

Ni,p(u)M j,q(v)Pi, j (2)

s.t. S(u,vk) = Ck(u), k = 1,2, . . . ,K

where Ni,p and M j,q are the basis functions of degree p and q in the
u- and v-directions, respectively, n and m are the number of control
points in the u- and v-directions, respectively, and Pi, j is a control
point of the surface expressed using homogeneous coordinates.

Spine curve. The spine curve is defined by the center points of the
key cross sections as well as the lofting procedure in Equation 3.
The spine curve is represented using:

A(v) =
m

∑
j=0

M j,q(v)P j (3)

s.t. A(vk) = Ok, k = 1,2, . . . ,K

where P j is a control point of the spine curve, Ok is the center
point of the key cross-sectional curve Ck(u), and A(vk) is called a
key point on the spine curve. In this paper, we assume that the spine

Figure 3: Modeling three types of shapes from (a) a generalized
cylinder: (b) solid, (c) shell-like, and (d) container-like shape.

Figure 4: Given (a) a generalized cylinder, our approach allows
editing its shape by (b&c) bending the spine curve via selecting and
moving a key point (in red color) on the curve and (d) replacing the
whole spine curve.

curve is a planar curve for ease of interaction with the fabricated
generalized cylinder such as grasping.

Shape type. We specify a shape type for a generalized cylinder
S(u,v) to transform it into a usable shape or shape part. We support
three shape types in this paper.

1. Solid shape. By default, a generalized cylinder has a solid
shape; see Figure 3(a&b). The shape surface is composed of
three faces: a side face S(u,v), a top face enclosed by CK(u),
and a bottom face enclosed by C1(u). Typical examples are a
teapot’s handle and a chair leg.

2. Shell-like shape. A shell-like shape is obtained by thickening
the surface S(u,v) along the inward direction with thickness τ;
see Figure 3(c). Typical examples are a teapot’s spout and a pipe.

3. Container-like shape. A container-like shape is a shell-like
shape plus a solid top (bottom) obtained by thickening the face
enclosed by CK(u) (C1(u)) with thickness τ; see Figure 3(d).
Typical examples are a teapot’s body and a vase.

3.2. Editing a Generalized Cylinder

To achieve a desired shape, we allow editing a generalized cylinder
by taking its spine curve and key cross-sectional curves as handles.

Editing via the spine curve. We provide two editing operations
via the spine curve.

1. Bending. To bend a generalized cylinder, we first select and
translate a key point A(vh), h ∈ [1,K] on the spline curve in
the plane that the spine curve A(v) lies on. After the translation,
the spine curve A(v) is deformed such that it interpolates the
updated key points {A(vk)}. We update the surface S(u,v) by
recomputing the local frames for each key cross section using
the rotation minimizing frame [WJZL08] along the deformed

© 2025 The Author(s).
Proceedings published by Eurographics - The European Association for Computer Graphics.



4 of 11 Haoyu Tang et al. / Easy Modeling of Man-Made Shapes in Virtual Reality

Figure 5: Given (a) a generalized cylinder, our approach allows
editing its shape by (b) resizing, (c) shifting, (d) twisting, (e) re-
placing, and (f) deleting a selected key cross section (in red color).
It also allows (g) inserting a new key cross section (in green color)
without modifying the generalized cylinder’s shape.

spine curve A(v), updating each key cross section based on the
transformation of its local frame, and rerunning the lofting al-
gorithm. Figure 4(a-c) shows a generalized cylinder before and
after the bending.

2. Replacing. The replacing operation substitutes the original
spine curve A(v) with a specified curve A′(v), after which the
surface S(u,v) is updated accordingly; see Figure 4(a&d) for an
example.

Editing via key cross-sectional curves. We provide six editing
operations via key cross-sectional curves. After each editing oper-
ation, we update the generalized cylinder surface S(u,v) by rerun-
ning the lofting algorithm.

1. Resizing. Resizing is achieved via selecting and uniformly scal-
ing a key cross-sectional curve Ch(u), h ∈ [1,K] in its local
frame; see Figure 5(a&b).

2. Shifting. Shifting is achieved via translating a selected key
cross-sectional curve Ch(u) along the spine curve from A(vh)
to A(v′h) and reorienting the cross section using the local frame
at A(v′h); see Figure 5(a&c). To avoid changing the order of the
key cross sections, we require v′h ∈ (vh−1,vh+1).

3. Twisting. Twisting is achieved via rotating a selected key cross-
sectional curve Ch(u) in its local frame. To make the deforma-
tion natural, we propagate the rotation linearly to all the other
key cross sections except fixing C1(u) and CK(u); see Fig-
ure 5(a&d).

4. Replacing. Replacing is achieved via substituting a selected
key cross-sectional curve Ck(u) with a new curve C′

k(u), which
should have the same degree and knot vector as Ck(u); see Fig-
ure 5(a&e).

5. Deleting. Deleting is achieved via removing a selected key cross
section Ck(u) from the set of input key cross sections; see Fig-
ure 5(a&f).

6. Insertion. Insertion is achieved via selecting a point on the spine
curve say A(v′) and creating a new key cross-sectional curve

Figure 6: (Left) Modeling a man-made shape by assembling mul-
tiple generalized cylinder. The assembly procedure is represented
using (Middle) an assembly graph, during which (Right) several
geometric constraints are automatically identified.

Figure 7: Structure-aware shape editing. The editing effects caused
by a user’s (a&b) translation of a handle is (c) propagated to
a shape part that has a symmetry relation with the handle being
edited.

by extracting an iso-curve at v′ from the generalized cylinder
surface S(u,v). Insertion does not modify the generalized cylin-
der’s shape; see Figure 5(a&g). Yet, the first four operations can
be subsequently applied on the inserted key cross section for the
shape editing.

3.3. Assembling Multiple Generalized Cylinders

To model man-made objects with complex shape, we propose to
iteratively assemble multiple generalized cylinders by a user. We
represent the assembly procedure using a directed graph called the
assembly graph, where a node represents a generalized cylinder and
a directed edge a → b represents that a newly created generalized
cylinder a is assembled to an existing generalized cylinder b. In
particular, we call cylinder a a child of cylinder b since cylinder a
is created after cylinder b and has to be attached with cylinder b.
Figure 6 shows an example man-made shape, its assembly graph,
and associated geometric constraints.

We provide three operations to assemble generalized cylinders.

1. Creating. One can create the geometry of a generalized cylinder
from scratch. In case the cylinder to be created is not the first
one, it has to be always connected with an existing generalized
cylinder, ensuring fabricability of the resulting shape.

2. Copying. We observe many shape parts in man-made objects
have exactly the same shape but different transformations such
as handles of a pot and legs of a table. Hence, one can copy the
shape of an existing generalized cylinder to create an instance.

3. Transforming. One can transform a created or copied general-
ized cylinder, including translation and rotation.

© 2025 The Author(s).
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Figure 8: Left: a user is modeling a man-made shape with mid-
air hand gestures using our VR tool. Right: our user interface for
modeling a man-made shape, where the white/red curves are key
cross sections.

Figure 9: Four common hand gestures used in our user interface
for modeling man-made shapes.

Identifying geometric constraints. We automatically identify ge-
ometric constraints among different generalized cylinders by ana-
lyzing the assembly procedure of these cylinders. These geometric
constraints will be used for the structure-aware editing of the shape.

1. Connectivity. Two generalized cylinders are connected if there
are neighbors in the assembly graph.

2. Coplanarity. Two generalized cylinders are coplanar if their
spine curves are coplanar.

3. Concentricity. Two generalized cylinders are concentric if 1)
they are neighbors in the assembly graph; and 2) their spine
curves meet at one end.

4. Symmetry. Two generalized cylinders are symmetric if 1) they
share the same parent in the assembly graph and; 2) their spine
curves are symmetric with respect to the parent’s spine curve.

Structure-aware shape editing. Structure-aware shape editing
aims to preserve structural characteristics like connectivity and
symmetry during the shape editing process [MWZ∗13]. We per-
form structure-aware shape editing on an assembly of generalized
cylinders following the approach in [ZFCO∗11]. During the shape
editing, we restrict that when transforming a shape part, it should
always attach to its parent part (if any), aiming to satisfy the shape
connectivity constraint; see Figure 6 and 7(a&b). We propagate the
modification of a shape part’s geometry and/or transformation to
other parts by symmetry and proximity. In detail, for a shape part
P, we first identify all the shape parts that are in the same symme-
try group as P, and then apply the same transformation and shape
editing operations to them as P; see Figure 7(b&c). Moreover, we
propagate the modification on a shape part P to all its descendant
nodes in the assembly graph in a breadth-first manner, aiming to
preserve the shape structure by satisfying the identified geometric
constraints. Once satisfied with the modeled shape, we convert the
parametric representation of each generalized cylinder into a wa-

Figure 10: The state transition diagram and associated hand ges-
tures for modeling a man-made shape. User interactions for edit-
ing, creating, and manipulating a generalized cylinder are colored
in orange, blue, and green, respectively. User interaction for ma-
nipulating the man-made shape is colored in cyan.

tertight mesh. Next, we perform CSG boolean operations for these
part meshes to obtain a single mesh representing the shape.

4. Gesture-based User Interface

Taking the shape modeling approach in Section 3 as a foundation,
we propose a gesture-based user interface for modeling man-made
shapes in VR. Our interaction hardware is a VR headset (i.e., Meta
Quest 3), which tracks and recognizes the user’s mid-air hand ges-
tures using its built-in cameras for 3D user interaction; see Figure 8.
We first describe the hand gestures used in our user interface, as
well as principles to assign modeling operations to these gestures.
Next, we explain our user interaction design that makes use of the
gestures for creating, editing, and manipulating a generalized cylin-
der, as well as for manipulating the man-made shape. Figure 10 de-
scribes the state transitions and the expected hand gestures at each
state when a user models a man-made shape. Figure 11 shows a
running example of creating a teapot model using our interface.
Please watch the accompanying video of a live demo of various
user interactions in our VR tool.

© 2025 The Author(s).
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Figure 11: A running example of using our VR tool to interactively create a teapot model with three shape parts (i.e., body, spout, and
handle), each of which is modeled as a generalized cylinder and assembled sequentially.

Hand gestures. We choose four hand gestures for the 3D user in-
teraction according to established HCI principles (i.e., simple ges-
tures, natural mapping, and consistency); see Figure 9.

• OPEN. An OPEN palm gesture is used for selecting a shape
primitive with ray casing, including point, curve, and generalized
cylinder. When the ray intersects with a shape primitive, the user
performs a FIST/POINT/PINCH gesture to select the primitive.

• FIST. A FIST gesture is used for manipulating a selected shape
primitive, mimicking the experience of manipulating objects in
the real world.

• POINT. A POINT gesture is used for sketching a planar curve
on a 3D plane to specify/replace the spine curve or a key cross-
sectional curve.

• PINCH. A PINCH gesture is used for specifying the shape type
and thickness parameter (if any) of a generalized cylinder.

All the four gestures are unimanual in our interface, except for the
FIST gesture. In particular, we use a unimanual FIST gesture for
manipulating a point, a curve, or a generalized cylinder and a bi-
manual FIST gesture for manipulating the man-made shape since
the bimanual FIST gesture allows scaling the man-made shape. To
distinguish between one and two-handed interactions, a DOWN
gesture is assigned to a hand if the hand is located below the center
of the user’s body.

Creating and assembling a generalized cylinder. To create a
generalized cylinder from scratch and assemble it, we propose the
following procedure and interaction design; see Figure 12.

• Select a starting point for the spine curve. A starting point Os
is selected on an existing generalized cylinder using an OPEN
→ POINT gesture; see Figure 12(b&c). After that, a 3D plane
centered at the starting point Os and tangent to the existing gen-
eralized cylinder appears.

• Specify a cross-sectional curve. Next, the user specifies a cross-
sectional curve via sketching a closed curve with a POINT

Figure 12: Creating and assembling a generalized cylinder as the
handle of a mug. (a) The body of the mug has been modeled as
a generalized cylinder. (b) Select a point on the cylinder using an
OPEN gesture. (c) Sketch a cross-sectional curve using a POINT
gesture. (d) The sketch is approximated with a smooth curve. (e)
Sketch the spine curve using a POINT gesture. (d) The sketch is
approximated with a smooth curve, and a new generalized cylinder
is created accordingly.

gesture on the 3D plane; see Figure 12(c). The sketching is
done when the user changes to an OPEN gesture. After that,
the sketched curve is automatically simplified using the Ramer-
Douglas-Peucker (RDP) algorithm [DP73] and matched with a
set of predefined template curves, including circles and regular
polygons. We choose the template curve with the highest simi-
larity to the sketch as the cross-sectional curve; see Figure 12(d).

• Specify the spine curve. The user further specifies the spine
curve via sketching an open curve with a POINT gesture on
a 3D plane that passes through the starting point Os. The 3D
plane’s normal is ns × ts, where ns is the surface normal at the
point Os and ts is the tangent vector of the spine curve of the
existing generalized cylinder corresponding to the point Os; see
Figure 12(e). The sketching is done when the user changes to
an OPEN gesture. After that, the sketched curve is automatically

© 2025 The Author(s).
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Figure 13: Our VR tool allows modeling a variety of man-made shapes that can be used for different purposes in our daily life, each of which
was modeled within a few minutes using our tool.

simplified using the RDP algorithm and then approximated us-
ing a NURBS curve. Note that the spine curve’s endpoint may
(e.g., teapot handle) or may not (e.g., teapot spout) be on the
parent part (e.g., teapot body), which is identified by computing
the distance between the endpoint and the parent part.

• Construct a generalized cylinder. A solid generalized cylinder
is created by sweeping the cross-sectional curve along the spine
curve, on which a few key cross-sectional curves are automat-
ically created at sampled positions of the spine curve; see Fig-
ure 12(f). The created generalized cylinder is guaranteed to be
connected with its parent part to ensure fabricability since its
spine curve’s starting point Os is on the parent part’s surface.

Editing a generalized cylinder. After creating a generalized
cylinder, our interface allows editing the generalized cylinder us-
ing the operations described in Section 3.2. We introduce our user
interaction design for executing these operations, some of which
are visually demonstrated in Figure 11.

To edit a generalized cylinder via its spine curve, the user first se-
lects a key point on the spine curve using an OPEN → FIST/POINT
gesture mentioned above.

1. Bending. To bend the generalized cylinder, the user moves the
FIST gesture to translate the selected key point within the plane
of the spine curve.

2. Replacing. To replace the spine curve, the user uses a POINT
gesture to sketch a new curve within the plane of the original
spine curve for replacing it.

To edit a generalized cylinder via key cross sections, a user
first selects a point P on a key cross section using an OPEN →
FIST/POINT/PINCH gesture.

1. Resizing. To scale the key cross section, the user moves the

FIST gesture along the radial direction at the point P within the
key cross section’s plane.

2. Shifting. To shift the key cross section, the user moves the FIST
gesture along the normal direction of the key cross section’s
plane.

3. Twisting. To rotate the key cross section, the user moves the
FIST gesture along the tangent direction at the point P within
the key cross section’s plane.

4. Replacing. To replace the key cross section, the user uses a
POINT gesture to sketch a new curve within the plane of the
original key cross section for replacing it.

5. Deleting. To delete the key cross section, the user holds the
OPEN gesture for 3 seconds after the ray intersects with the key
cross section.

6. Insertion. Different from the above five operations, the user se-
lects a point on the generalized cylinder but not on any existing
key cross section using an OPEN gesture. To insert a new key
cross section at the selected point, the user holds the OPEN ges-
ture for 3 seconds.

7. Specifying the shape type. When a top/bottom key cross section
is selected, the user uses a PINCH gesture to specify the shape
type and shell thickness. In detail, an open (a close) PINCH
gesture indicates that the generalized cylinder’s top/bottom is
a shell (a solid). Moreover, the distance between the two fingers
in an open PINCH gesture specifies the shell thickness.

Manipulating a generalized cylinder. To manipulate a general-
ized cylinder, the user first selects it using an OPEN → FIST ges-
ture, and then manipulates it using a FIST gesture. Since we restrict
that a generalized cylinder has to be always attached to its parent
part during the manipulation in Section 3.3, we only allow trans-
lating the generalized cylinder and update its orientation automati-
cally according to its position relative to the parent part. After the

© 2025 The Author(s).
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Figure 14: Our VR tool allows modeling man-made shapes with the same functionality but different forms: (top) vase and (bottom) teapot
models of different forms.

Figure 15: A gallery of man-made shapes modeled by using our VR tool and fabricated with 3D printing. From left to right: vase, kettle,
funnel, smoking pipe, and toy car. Note that the toy car is an assembly of three parts, each of which is modeled using our tool.

manipulation, the man-made shape will be updated in a structure-
aware manner using the approach in Section 3.3.

When switching from an OPEN gesture to a FIST gesture, if
we hold the FIST gesture static for more than 3 seconds, our in-
terface will create an instance of the selected generalized cylinder,
and then the manipulation operation will be performed on the in-
stance instead. This strategy allows easy modeling of symmetric
parts, which are common in man-made shapes.

Manipulating the man-made shape. To select the man-made
shape, the user selects a point on an empty space using an
OPEN → FIST gesture. After that, the selected man-made shape
is manipulated with a bimanual FIST gesture via the handle
bar metaphor [SGH∗12], which offers seamless 7-DOF manip-
ulation (3 translations, 3 rotations, and 1 scaling). This manip-
ulation not only allows inspecting the man-made shape from a
desired perspective but also finding a suitable view for creat-
ing/editing/manipulating a specific generalized cylinder.

5. Results

Implementation. We implemented our VR modeling tool using
Unity. We used Meta XR SDKs to track and recognize the four
hand gestures in Figure 9, which are captured by using the cameras
built into the Meta Quest 3 headset. We used LibCSG-Runtime li-
brary [LR23] to perform CSG operations on the modeled general-
ized cylinders for creating and exporting a watertight mesh repre-
senting the man-made shape, which can be used for further render-
ing, fabrication, and processing.

Virtual results. Figure 13 shows that our VR tool allows model-
ing a wide variety of fabricable man-made shapes with different
functionalities, including a table and a chair for supporting, a cup
and a vase for containing, a teapot for puring, a funnel for trans-
ferring, a hammer for striking, a toy car of playing, a clothes rack
for hanging, and a hat for protection. Each of the man-made shapes
with 1 or 2 generalized cylinders (e.g., vase, cup, hammer, and hat)
only took less than 2 minutes to model by an expert user using our
tool. Man-made shapes with a larger number of generalized cylin-
ders took a longer time to model. For example, the chair with 12
generalized cylinders took 15 minutes to model by the expert user.

Figure 14 shows that our VR tool allows modeling man-made
objects with the same functionality but different geometric forms.
For example, some vase models are bended or twisted while others
have cavities at the bodies since they are represented by multiple
generalized cylinders; see Figure 14 (top). The teapot models also
have a variety of forms; see Figure 14 (bottom). First, the teapot
models’ bodies, handles, and spouts have different shapes. Second,
the handles are connected to the bodies in different ways. For ex-
ample, the handle can connect to either the side or the top of the
body, with one or two contact regions.

Fabrication. We 3D printed several man-made objects modeled
using our tool, to validate their fabricability and usability; see Fig-
ure 15. For example, we show that we can pour water from the ket-
tle to the vase through the funnel. Among all the prints, the toy car
is special; see Figure 15 (right). This is because each of its compo-
nent parts (i.e., boy and two wheels) was individually modeled us-
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ing our tool. Then, these three parts were 3D printed and physically
assembled to form a toy car that can roll on the ground, demonstrat-
ing that our tool can be used to model articulated objects that allow
relative motions among their component parts. Please watch the ac-
companying video for a live demo of using these prints.

6. User Study

We conducted a within-subjects user study to evaluate the effective-
ness of our VR tool and how well it supports creativity. 8 partici-
pants (7 males and 1 female) aged between 22 to 30 years (mean
25.8 years) were enrolled in the study. None of the participants have
performed 3D shape modeling in VR before but two have played
VR headset-based games.

The study comprises two distinct sessions. The first session in-
volves users recreating two target man-made shapes to assess the
effectiveness of our tool. In the second session, users create a spec-
ified man-made shape, allowing us to evaluate the level of creativ-
ity supported by our tool. Participants used our tool and Gravity
Sketch [Gra25] for both sessions of the study in a counterbalanced
design to mitigate learning effects. We chose Gravity Sketch as a
baseline since it is a widely used VR tool for modeling man-made
shapes. Before the start of the study, participants were taught how
to use both tools by a domain expert. Training lasted about 10 min-
utes for our tool and 15 minutes for Gravity Sketch. Note that the
participants were only taught the basic features of Gravity Sketch
needed for the tasks, including modeling a surface, assigning thick-
ness, and assembling parts.

Task #1: Recreation of target shapes. The task of the first ses-
sion is to recreate two target man-made objects (i.e., a mug and
a cauldron) using both tools; see the inset. Before the start of
the session, we demonstrated the
two target shapes to the partici-
pants, and explained that the task
is to recreate a mug and a caul-
dron that are similar to the two tar-
gets, respectively, by using both tools. At the end of the session,
we recorded the time taken to model each shape by the partici-
pants, and saved the modeled shape as a mesh file. The participants
were asked to complete the System Usability Scale (SUS) ques-
tionnaire [Lew18].

Figure 16 shows shapes modeled by four of eight participants
using both tools, along with the time taken for the modeling. Par-
ticipants were able to complete the task with both tools using a sim-
ilar amount of time. In detail, the average time to model the mug
is 9.2 minutes for both tools; the average time to model the caul-
dron is 13.5 minutes and 11.5 minutes for the baseline and our tool,
respectively. The key difference lays in the quality of the modeled
shapes. We found that all the shapes modeled by the baseline tool
are not fabricable due to disconnected parts and/or parts with zero
thickness. In contrast, the shapes modeled using our tool are all
fabricable, thanks to our structure-aware modeling approach based
on assembling generalized cylinders. Besides the fabricability, we
also found that shapes modeled by our tool are more aesthetically
pleasing, since they satisfy geometric constraints (e.g., symmetry
and coplanarity) that are common in man-made objects.

Figure 16: We present mug and cauldron models created by four
participants in the first session of the user study using both tools,
where the number beside each model is the time taken to create it
in minutes. We found that all the models created by the baseline
tool cannot be fabricated, due to zero-thickness parts and/or dis-
connected parts. Some models created by the baseline tool are not
aesthetically pleasing, e.g., due to asymmetry of the parts.

Figure 17 shows 7-point Likert scales of the SUS questionnaire
rated by the participants for both tools. We can see that the par-
ticipants generally prefer using our tool for modeling man-made
shapes. In particular, the average rating of our tool (6.4) is higher
than that of the baseline (5.6) for the 7th question “I would imag-
ine that most people would learn to use this system very quickly."
The ease of learning of our tool is likely because of our natural user
interaction design simply based on four common hand gestures. In
addition, the average rating of our tool (6.1) is higher than that of
the baseline (3.7) for the 3rd question “I thought the system was
easy to use." One possible reason for the ease of use of our tool is
that our structure-aware modeling approach automatically satisfies
some geometric constraints of the shape parts such as connectivity
and symmetry during the interactive modeling process, reducing
the workload of the user.

Task #2: Creation of new shapes. In this session, the participants
were asked to create a table model using both tools. We briefed the
participants to create a table model that they like in 30 minutes, and
that they can create as many models as they want. After this, partici-
pants evaluated the level of creativity supported by each tool via the
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Figure 17: User ratings on a Likert scale from 1 (strongly disagree)
to 7 (strongly agree) for the SUS questionnaire done after the first
session of the user study. The questionnaire consists of 10 ques-
tions; please refer to [Lew18] for details. For the negative ques-
tions in the questionnaire (i.e., questions 2, 4, 6, 8, and 10), the
reported scale is 8− s, where s is the scale rated by each partici-
pant for the original question.

Figure 18: Table models created by the participants using our tool
in the second session of the user study.

Creativity Support Index (CSI) [CL14]. We skipped the collabora-
tion part of the questionnaire, as we did not build any collaborative
functionality in our VR tool.

Figure 18 shows the table models created by some participants
using our tool. These table models have a variety of geometric
forms and some of them have a creative shape such as the table
with three integrated seats; see the bottom right model in Figure 18.
Table 1 shows a detailed summary of the CSI scores. Overall, par-
ticipants rated our tool (CSI = 13.87) higher than Gravity Sketch
(CSI = 12.3). This result shows that the participants found our VR
tool is enjoyable and supports exploration, enabling to fully express
themselves in the creative modeling of man-made shapes.

7. Conclusion

We proposed a new VR tool for modeling man-made shapes using
natural hand gestures in virtual reality. Our method consists of two
key components: a geometric modeling approach based on assem-
bling generalized cylinders in a structure-aware manner, and a nat-

Table 1: The CSI scores (out of 20, higher is better) for the baseline
tool and our tool (mean and standard deviation).

Baseline Tool Our Tool

Enjoyment 11.83 (2.11) 14.50 (2.50)
Exploration 12.33 (2.56) 14.17 (1.95)

Expressiveness 12.50 (2.36) 14.33 (2.49)
Immersion 14.17 (2.79) 12.67 (3.25)

Results Worth Effort 10.67 (2.21) 13.67 (2.43)

CSI 12.30 13.87

ural user interface that intuitively maps four common hand gestures
to all the necessary shape modeling operations. Various man-made
shapes created using our tool are shown in the paper, some of which
are 3D printed to demonstrate their fabricability and usability. The
user study validates the effectiveness of and creativity supported by
our tool for modeling fabricable and usable man-made shapes.

Limitations and future work. First, our current gesture-based
user interface does not allow precise specification of parameters for
modeling man-made shapes, which can be resolved by augmenting
the interface with a virtual keyboard for parameter input. Second,
our template cross-sectional curves are limited to circles and reg-
ular polygons. In the future, we plan to expand the templates by
including non-regular polygons such as rectangles, aiming to ex-
tend the diversity of shapes that can be modeled by a single gen-
eralized cylinder. Third, there exist man-made shapes that cannot
be represented as an assembly of generalized cylinders. To address
this limitation, one possible approach is to generalize our geomet-
ric representation, e.g., to swept surfaces or even tensor product
surfaces. Lastly, we plan to enhance our interactive modeling tool
by incorporating advanced fabrication requirements, such as mini-
mizing support material, ensuring structural soundness, and mini-
mizing fabrication cost/time.
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